Automatic multigrid mesh refinement strategy for precise localized stress concentration simulation
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Abstract:

The Pellet-Cladding mechanical Interaction (PCI) occurs in Pressurized Water Reactors and might pose a risk to the integrity of the cladding containing the fuel. In this paper, the Local Defect Correction multigrid method (LDC) is performed in order to improve the PCI simulation accuracy. From an initial coarse mesh, this method consists in recursively adding local sub-grids in zones where higher accuracy is required. In order to automatically detect the zones to be refined, the LDC method is coupled with the Zienkiewicz-Zhu a posteriori error estimator. This estimator is based on the stress discontinuities between elements obtained by the finite element method. It provides hence a tool to detect the stress singularity zones. The strategy proposed enables us to automatically refine the mesh around the stress concentration zones and to stop the refinement process when the solution is accurate enough or when the refinement does not improve the solution accuracy anymore. The numerical results on 2D elasticity test cases show the efficiency of this strategy but also the limit of the Zienkiewicz-Zhu a posteriori error estimator.
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1 Introduction

In Pressurized Water Reactors, the Pellet-Cladding mechanical Interaction (PCI) happens in early stage of irradiation. Precise numerical simulations of this localized phenomenon require cells of 1 \( \mu m \) for a structure of 1 \( cm \). Actual personal computers are not able to reach this accuracy in reasonable computational time and memory space. In order to overcome these difficulties, it is proposed here to use the Local Defect Correction (LDC) multigrid method introduced by Hackbush [1]. This method consists in recursively adding local sub-grids in zones where higher accuracy is required. In order to automatically detect the zones to be refined, a coupling between the LDC multigrid method and the Zienkiewicz-Zhu \((ZZ)\) a posteriori error estimator [2] is proposed. A strategy for coupling the LDC multigrid method with the ZZ estimator was already introduced in [3, 4]. However, strategy introduces an arbitrary coefficient which may depend on the problem under consideration and on the user knowledge. Another strategy, proposed in [5] and recalled in this paper, has been developed in order to avoid this dependence. The numerical results presented in [5] on 2D axisymmetric test cases show that this method works well. The numerical results for the 2D plane strain test case presented in this paper confirm the efficiency of this automatic strategy but also show the limit of this method due to the ZZ error estimator.

This paper is organized as follows. The section 2 focuses on the coupling of the LDC method with the ZZ a posteriori error estimator. The section 3 introduces briefly the PCI phenomenon and the associated simplified 2D plane strain test case. Finally, numerical results that demonstrate the automatic detection and refinement of stress concentration zones are presented in section 4.

2 Automatic mesh refinement strategy

2.1 The LDC method

The Local Defect Correction method (LDC) [1] method is an Adaptive Mesh Refinement method based on a local multigrid process [6, 7]. This methods starts with a global coarse grid defined on the whole domain. Then local sub-grids with finer and finer mesh steps are recursively added in zones of interest, see Figure 1. Prolongation and restriction operators are used to link the different levels of grids. The problems arising on all the grids are solved sequentially until the solution of the coarsest grid has converged. This iterative process can be described by a \(\wedge\)-cycle, see Figure 2. In the following, the two-grids LDC method is briefly presented. The reader can refer to [1, 3] for more details.

A problem \((P)\) well-defined on an open-bounded domain \(\Omega\) with boundary \(\partial \Omega\) is considered. This problem is discretized on a coarse grid \(G_H\) of boundary \(\Gamma_H\) with grid size \(H\). The discretized problem is denoted \((P_H)\). We define a local subdomain \(\Omega_1 \subset \Omega\) covering the zone of interest of \(\Omega\). \(\Omega_1\) is discretized with a local grid \(G_h\) of boundary \(\Gamma_h\) with grid size \(h < H\). The discretization of \((P)\) on \(G_h\) is denoted \((P_h)\).

The LDC algorithm then writes :

- Initialization : Solve the discretized problem \((P_H)\) on \(G_H\).
- Until the solution of \((P_H)\) converges between two iteration cycles do :
  - Prolongation step : Define the boundary conditions of the local problem \((P_h)\). On the boundary part \(\Gamma_h \cap \partial \Omega\), original problem \((P)\) boundary conditions are imposed. On \(\Gamma_h \setminus \partial \Omega\), Dirichlet boundary conditions are obtained by projecting the coarse problem \((P_H)\) solution, see Figure 3.
Figure 1 – Example of hierarchical meshes used in LDC method

Figure 2 – Representation of the iterative process in ∧-cycle

- Solve the local discretized problem \((P_h)\).
- Restriction step : Calculate the defect in order to correct the coarse problem \((P_H)\). The fine problem \((P_h)\) solution is restricted on the set \(A_H\) of coarse nodes of \(G_H\) strictly included in \(G_h\). The defect of the problem \((P_H)\) is then evaluated on the interior nodes of \(A_H \cup \Gamma_H\) in the sense of the discretization scheme, see Figure 4.
- \((P_H)\) is then solved by adding the defect to the initial source term.

The multigrid algorithm is obtained by recursively applying the two-grids algorithm [1, 3]. This method has the main advantage to consider the solvers as "black-box". It should also be noted that it is a generic method : solver, refinement ratio, mesh type, model, etc, could be different (or not) between the different levels of refinement. However, with the definition of the correction zone, this method requires a sufficiently large refinement zone to be efficient [1].

2.2 Zienkiewicz and Zhu a posteriori error estimators

A posteriori error estimators [8, 9, 2] provide a technique to automatically detect the elements with higher error from a preliminary calculation.

Based on the fact that the stress field of the Lagrange finite element method is discontinuous between elements, recovery-based error estimators proposed by Zienkiewicz and Zhu [2, 10] intend to construct
a smoothed stress field. These estimators propose to recover the nodal values of stresses by using a mi-
nimization method and then construct a continuous stress field using displacement shape functions. The
error estimator is evaluated by the difference between the finite element stress solution and the smoothed
stress field. Because of its efficiency, the good results it provides and the easiness of its implementation,
these estimators are widely used in industrial codes such as Cast3M or Code_Aster.

2.3 Coupling the LDC with the ZZ estimators

In order to automatically detect the zones of interest, we couple the ZZ estimator within the LDC method.
The coupling between the ZZ estimator and the LDC method can be easily realized as both approaches
are sequentially applied: at the first prolongation step, after each calculation, the ZZ estimator is applied
on each level to detect the zones of interest. These sub-grids are then used in the sequel of the LDC
process.

In order to automatically detect the zones of interest with the error indicator estimated by ZZ estimator,
Barbie et al [3, 4] have proposed to refine the elements $K$ for which the indicator is superior to $\alpha$ of the
maximum error :

$$\varepsilon_K > \alpha \left( \max_{L \subset G_l} \varepsilon_L \right)$$  \hspace{1cm} (1)

with

$$0 \leq \alpha \leq 1, \alpha \text{ a unknown coefficient}$$

This strategy is easy to implement but requires the knowledge of the factor $\alpha$ which may depend on the
considered problem. Moreover, an arbitrary stopping criteria has to be defined because this indicator
never stops.

The following automatic refinement procedure is proposed (see also [5]) to overcome these disadvan-
tages.

The error between the finite element solution and the smoothed stress fields used by the Zienkiewicz
and Zhu a posteriori error estimators calculated in energy norm writes :

$$\| \varepsilon_K \|_E = \left( \frac{\int_{K} (\sigma^s - \sigma_h) : (\varepsilon^s - \varepsilon_h) \, dK}{\int_{K} \sigma^s : \varepsilon^s \, dK} \right)^{1/2}$$  \hspace{1cm} (2)

with $\sigma^s$ smoothed stress solution, $\sigma_h$ the finite element stress solution, $C$ is the stiffness tensor and
$\varepsilon^s = [C]^{-1} \sigma^s, \varepsilon_h = [C]^{-1} \sigma_h$.

The automatic procedure of refinement proposed in [5] works directly on the elements for which the
stress error is superior to a relative threshold $\beta$ :

$$\| \varepsilon_K \|_E > \beta$$  \hspace{1cm} (3)

When the refinement stops, the estimated global error $\| \varepsilon_\Omega \|_E$ is guaranteed to be inferior to the relative
threshold $\beta$.

When the problem presents a singularity, the error between the finite elements solution and the smoothed
solution could be always superior to the relative threshold. So an additional stopping criteria for the
automatic generation of the sub-grids has to be defined : when the measure of the detected zone is
inferior to the measure of one coarsest element, the generation of sub-grids is stopped. In fact, following the LDC algorithm (see section 2.1), the local zone detected in this case is too small to correct the coarsest solution.

3 The PCI phenomenon and the associated simplified test case

3.1 The PCI phenomenon

The PCI phenomenon occurs during the irradiation in Pressurized Water Reactors. The fuel pellets crack at the early stages of irradiation. Meanwhile, the pressure of the water in the primary circuit leads to the cladding’s creep and the pellets swell due to the accumulation of gaseous fission products within the material. The initial gap between the pellets and the cladding decreases and discontinuous contacts appear. At the same time, the fragmented pellets deform in a hourglass shape due to high temperature gradient. All these phenomena induce localized high stress concentrations on the cladding in front of the inter-pellet plane that might lead to fuel rod failure under certain circumstances.

3.2 The simplified 2D(r,\theta) test case

A test case with the plane strain hypothesis, called the 2D(r,\theta) test case, is introduced. This test case is designed to simulate the effect of the pellet cracking on the cladding. Only the cladding is considered here and the contact with the pellet is represented by a pressure discontinuity (due to the cracks) on the internal radius of the cladding. We focus on the elastic response of the cladding with the Young’s modulus $E = 100 \ GPa$ and the Poisson’s ratio $\nu = 0.3$. As the pellet is assumed to crack in a regular way (see figure 5a), only 1/16 of the cladding is modelled. The definition of the problem is represented on Figure 5b.

![Ceramography and Base Irradiation cracks](image)

(a) The pellet cracking

![Problem definition](image)

(b) Problem definition

**Figure 5 – 2D (r,\theta) test case**

A reference solution obtained with a very fine mesh (quasi-uniform mesh of 2\(\mu\)m mesh step) is used to validate the proposed strategy.

4 Numerical results

We apply the strategy of coupling LDC method with ZZ estimator introduced in the section 2.3 to the 2D(r,\theta) test case. Figure 6 presents the generated sub-grids for an initial mesh size equal to 54.5 \(\mu\)m and
a threshold $\beta$ of 1%. As expected, the local sub-grids are located around the pressure discontinuity zone where the stresses present a singularity.

This example shows that the proposed coupling strategy works very well in automatically detecting the zones to be refined.

Then the LDC algorithm is applied on these sub-grids. The iterative process is considered as convergent when the $L_2$ norm relative error between two successive coarse solutions $u_0$ is smaller than $1.10^{-5}$:

$$\frac{\|u_k^0 - u_{k-1}^0\|_{L_2}}{\|u_0^0\|_{L_2}} \leq 1.10^{-5}$$

The LDC method converges very fast. Typically, less than four iterations are required for convergence.

The coupling strategy has been tested on different coarse meshes and different thresholds. The results are reported in Table 1. The results of each calculation are presented in three lines: the first line indicates the number of sub-grid automatically generated, the second line contains the numbers of nodes of each sub-grid while the third line gives the relative error in energy norm between the convergent LDC composite solution and the reference solution.

<table>
<thead>
<tr>
<th>Initial mesh</th>
<th>threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5%</td>
</tr>
<tr>
<td>$h_i$</td>
<td></td>
</tr>
<tr>
<td>number of sub-grid number :</td>
<td>0</td>
</tr>
<tr>
<td>number of nodes :</td>
<td>7.05%</td>
</tr>
<tr>
<td>relative error :</td>
<td>7.05%</td>
</tr>
<tr>
<td>$h_i/2$</td>
<td></td>
</tr>
<tr>
<td>number of sub-grid number :</td>
<td>0</td>
</tr>
<tr>
<td>number of nodes :</td>
<td>3.19%</td>
</tr>
<tr>
<td>relative error :</td>
<td>3.19%</td>
</tr>
<tr>
<td>$h_i/4$</td>
<td></td>
</tr>
<tr>
<td>number of sub-grid number :</td>
<td>0</td>
</tr>
<tr>
<td>number of nodes :</td>
<td>1.22%</td>
</tr>
<tr>
<td>relative error :</td>
<td>1.22%</td>
</tr>
</tbody>
</table>

**Table 1 – LDC-ZZ coupling strategy on the 2D $(r, \theta)$ test case with mesh step $h_i = 109 \, \mu m$**

The first conclusion to be drawn from Table 1 is that the generation of sub-grids automatically stops. Table 1 also shows the efficiency of the LDC method. The errors are quickly reduced by adding local grids with a limited number of degrees of freedom. So it is more interesting to begin with a coarse
enough grid then add local sub-grids rather than begin with a too fine mesh. Moreover, at the end of the calculation, the errors obtained are generally lower than the thresholds. Concerning the ZZ error estimator, it seems that for coarse meshes (see row 1 of Table 1) the estimator underestimates the finite element error while for fine meshes this estimator overestimates the finite element error (see row 3 of Table 1 where more sub-grids are generated with the decrease of the threshold whereas it was not necessary).

However, only the results for the initial coarsest mesh (with mesh size equal to 109 µm) are not as good as expected with the three largest thresholds (5%, 2%, 1%). To find out the reason of this behaviour, the relative error estimated by the ZZ estimator and the relative stress error between the finite element solution and the reference solution are compared on Figure 7.

For this coarsest mesh, the major error between the finite element solution and the reference solution is located around the bottom right corner of the mesh. This is due to a bad approximation of the boundary condition. This kind of error could not be detected by the ZZ estimator which focuses only on the smoothness of the solution. In these zones, the ZZ estimator underestimates the finite element error. This figure can also explain why the result for the same initial mesh size with a threshold $\beta$ of 0.5% is much better. Indeed, in this case, the strategy leads to refine all the domain and hence the boundary condition is better approximated.

5 Conclusion

In order to accurately simulate the stress concentration zone of the PCI, a strategy to couple the Local Defect Correction method with the Zienkiewicz and Zhu a posteriori error estimator in an user-independent way has been proposed. This strategy works well for the test cases whose errors are mainly caused by a stress singularity. The LDC method appears to be a powerful adaptive mesh refinement tool. The ZZ error estimator well detects stress singularity zones but is unable to detect the zones where the smooth solution is not accurate enough. For these situations, it could be interesting to combine another error estimator with the LDC method in order to more accurately detect all the zone to be refined.
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