Extreme Values, Heavy Tails and Linearization Effect: A Contribution to Empirical Multifractal Analysis
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1 Position of the problem

Multifractal analysis provides a well-grounded mathematical theory and well-established analysis tools for scaling, or scale invariant, data encountered in many different applications. It is based on the structure function

$$S_n(q,a) = \frac{1}{n_a} \sum_{k=1}^{n_a} |X(a, ak)|^q,$$  (1)

where $X(a, t) = X(t + a) - X(t)$ are the increments of the data under analysis $X(t)$ at scale $a$, $n$ is the sample size of $X(t)$ and $n_a = n/a$. Essentially, multifractal analysis states that

$$S_n(q,a) \simeq c_q a^{\zeta(q)}, \quad a \to 0.$$  (2)

Estimating $\zeta(q)$, known as the scaling exponents, is the goal of empirical multifractal analysis. Estimation is commonly performed by linear fits in log-log plots. The estimates of these scaling exponents $\zeta(q)$ are then involved in standard signal processing tasks such as detection, identification or classification.

Despite the above procedure being widely used in practice, the behavior and statistical performance of the estimates of scaling exponents remain poorly analyzed and understood, which sometimes leads to misinterpretation of the results, yielded by the estimated exponents. To contribute to a better understanding of these procedures, we consider here a particular class of multifractal processes known as Compound Poisson Motions (CPM) [2]. CPM are chosen because their increments $\{T_X(a, t), t \in \mathbb{R}\}$ form stationary processes, for each analysis scale $a$. It can be further shown [3] that

$$E|T_X(a, t)|^q \simeq C_q a^{\lambda(q)}, \quad a \to 0,$$  (3)

for $0 < q < q^+_c = \sup\{q : E|T_X(a, t)|^q < \infty\}$, where $\lambda(q)$ depends on the specific details of the CPM construction.

Since sample averages are naturally used as estimates for the ensemble averages, it has long and largely been believed in the applied multifractal literature that the functions $\zeta(q)$ and $\lambda(q)$ in (2) and (3) were identical, at least for $0 < q < q^*_c$. However, after the seminal works of Molchan [10], Ossian-der & Waymire [12] on Mandelbrot multiplicative cascades [7], it is now being realized that the two functions $\lambda(q)$ and $\zeta(q)$ coincide, surprisingly, only on the narrow range of powers $0 < q < q^+_c$ with $q^*_c < q^*_c$. Moreover, $\zeta(q)$ is known to behave as a linear function for $q > q^*_c$ (referred to as the linearization effect). These observations have been confirmed in
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a comprehensive empirical study by Lashermes et al. [6] who conjectured that this phenomenon is intrinsic to all multifractal processes and measures. In a number of significant contributions, whose most prominent are [8] and [9] (Chapter 9), Mandelbrot relates negative singularity observation and super-sampling issues, intimately tied to the the linearization effect, to the intrinsically heavy tail nature of multiplicative cascades. The present contribution aims at contributing to a better understanding of the origins and causes of the differences in nature of these two different functions of $q$: $\lambda(q)$ and $\zeta(q)$.

## 2 Compound Poisson Motion

### Compound Poisson cascade.

Compound Poisson cascades (CPC) are defined by Barral & Mandelbrot [2] as

$$Q_r(t) = C \prod_{(t,r) \in \mathcal{C}_r(t)} W_i, \quad r > 0,$$

(4)

where $\mathcal{C}_r(t) = \{(t', r'): r \leq r' < 1, t - r'/2 \leq t' < t + r'/2\}$ is a cone, $(t_i, r_i)$ are random points of a Poisson measure on a rectangle $I = \{(t', r'): r \leq r' \leq 1, -1/2 \leq t' < T + 1/2\}$ having intensity measure $dm(t, r)$, $W_i$ are positive i.i.d. multipliers associated with points $(t_i, r_i)$, and $C = C(r, t)$ is a normalizing constant such that $\mathbb{E}Q_r(t) = 1$. It can be shown that CPC satisfy the following key resolution equation:

$$\mathbb{E}Q_r(t) = \exp\left(-\phi(q)m(C_r(t))\right),$$

with $\phi(q) = c(1 - EW^q) - q(1 - EW) + c$ (c being an arbitrary positive constant) and $m(C_r(t)) = \int_{C_r(t)} dm(t', r')$.

### Compound Poisson motion.

On condition that $\phi(1^-) \geq -1$, compound Poisson motion (CPM) is a well-defined process:

$$A(t) = \lim_{r \to 0} \int_0^t Q_r(s) ds.$$

(5)

### Finiteness of moments and heavy tails.

It has been shown [2] that the moments of $T_A(a, t) = A(t + a) - A(t)$ are finite only up to order $0 < q < q_c^+$, with $q \geq q_c \geq 1$, $q = 1 - \lambda(q) - 1 \geq 0$. One then expects that $P(T_A(a, t) \geq x) \sim x^{-q_c^+}$ when $x \to +\infty$ and hence that the variables $T_A(a, t)$ are heavy-tailed.

### Stationary Increments.

If $dm(t, r) = g(r) dr dt$, the increments $T_A(a, t)$ of $A$ are stationary [3].

### Scaling properties.

In addition, when $g(r) dr = c(dr/r^2 + \delta_{(1)}(dr))$ (as proposed in [1]), where $\delta_{(1)}(dr)$ denotes a point mass at $r = 1$, $A(t)$ exhibits scaling properties of the form of Eq. (3), with $\lambda(q) = q + \phi(q)$, for $0 < q < q_c^+$.

### Multifractal properties.

From the results proven in [2], we can infer that the multifractal spectrum $D_A(h)$ of $A$ can be derived from the Legendre transform $D_A(h) = \min_{q \neq 0} \left(1 + qh - \lambda(q)\right)$ of $\lambda(q)$ as

$$D_A(h) = \begin{cases} D_A(h), & \text{if } D_A(h) \geq 0, \\ -\infty, & \text{otherwise.} \end{cases}$$

(6)

The quantity $D_A(h)$ is the Hausdorff dimension of the set of time points $t \in \mathbb{R}$ where the sample path can be characterized with the singularity (or Hölder) exponent $h$:

$$|T_A(a, t)| \approx c|a|^h, \quad \text{as } a \to 0.$$  

(7)

#### Figure 1: Linearization effect.

$\zeta(q)$ versus $q$, observed over 1000 realizations (left) and averaged over all realizations (middle), together with the curve $\lambda(q)$ (solid dotted curve), the dashed line expands the linear behavior observed at large $q$. Right: averaged slope, characterizing this linear behavior, as a function of $\log_2 n$. Observe that it does not depend on $n$ and is found to be very close to $h_c^+ \approx 0.64$ (dashed - red - line).

The multifractal spectrum $D_A(h)$ hence provides a global description of the local fluctuations of a sample path of $A$. For a thorough introduction to multifractal analysis, the reader is referred to e.g., [5].

## 3 Empirical multifractal formalism

### Multifractal formalism.

Empirical multifractal analysis aims at estimating the multifractal spectrum of a process from a given observed sample path. This is commonly performed by computing structure functions, as in Eq. (1), based on increments. Such structure functions are assumed to exhibit power law behaviors as in Eq. (2). The so-called multifractal formalism states that the Legendre transform $D_A(h)$ of the corresponding scaling exponents $\zeta(q)$ yields a convex hull of $D_A$: $D_A(h) \geq D_A(h)$. In the case of CPM, this turns to an equality.

### Estimation procedures.

Estimation procedures. Estimation of the scaling exponents $\zeta(q)$ is commonly conducted through the linear regression of the log of the structure function $S_n(q, a)$ in (1) over dyadic scales $a_j = 2^{j_1}, \ldots, 2^{j_2}$ (throughout this text, $\sum$ stands for $\sum_{j_1, \ldots, j_2}$), the weights $w_j$ satisfy $\sum w_j = 0$ and $\sum j w_j = 1$:

$$\hat{\zeta}(q) = \sum w_j \log_2 S_n(q, 2^j).$$

(8)

### 4 Linearization effect

#### Numerical simulations.

Numerical simulations. All numerical simulations reported below were conducted over $R = 1000$ independent realizations of CPM, with various $\phi(q)$ and various data lengths ($n = 2^{10}, \ldots, 2^{18}$), within a single integral scale. Plots and results are presented for a specific $\phi(q)$ (based on lognormal multipliers $W$) yielding numerically $q_c^+ \approx 6.8$, $h_c^+ \approx 0.64$ and $q_c^+ \approx 13.8$. However, the results presented here hold for all choices of $\phi(q)$.

#### Linearization effect.

The estimation procedure (8) has been applied to $R$ realizations of CPM. First, we observe that, for each and every realization of CPM, $\zeta(q)$ is close to $\lambda(q)$ at small $q$s, i.e., $0 \leq q \leq q_n$, while it behaves linearly in $q$, for large $q$s, i.e., $\zeta(q) = \alpha_n + \beta_n q$, for $q \geq q_n$, where $\alpha_n, \beta_n$ and $q_n$ are RVs whose means are found not to depend on $n$ [6]. This is illustrated in Fig. 1, left plot. Second, averaging over the $R$ realizations, we observe (Fig. 1, middle plot) that $\langle \zeta(q) \rangle_R$ is close to $\lambda(q)$ at small $q$s but behaves linearly in $q$, at


Figure 2: **Structure functions versus extrema.** Two sides of Relation (12): Scatter plots (top row) and empirical PDFs (bottom row), for \( j = 5 \) with (left to right) \( q = 2, 7 (\approx q^*_j) \), 20.

large \( q \). Third, we observe that the slope and intercept of this average linear behavior do not vary (or only extremely slowly vary) when \( n \) is increased (estimated slopes as a function of \( n \) are reported in Fig. 1, right plot). Such observations can be gathered as follows: \( \zeta(q)_{R} \approx \zeta(q) \), where

\[
\zeta(q) = \begin{cases} 
\lambda(q), & \text{if } q \leq q^*_j, \\
1 + q h^*_j, & \text{if } q > q^*_j,
\end{cases} \quad (9)
\]

\( h^*_j = \min h \{DA(h) = 0 \}, \quad q^*_j = (dDA/dh)_{h=h^*_j}. \quad (10) \)

They are referred to in [6] as the **linearization effect** of the scaling exponents. It is worth mentioning again that one necessarily has \( q^*_j \leq q^*_j \), and \( q^*_j \) is often far smaller than \( q^*_j \). The equations above are fully consistent with the results in [10, 12] that were previously obtained for the specific case of Mandelbrot cascades. It is formulated as a general conjecture for multifractal processes in [6]. It can appear paradoxical as ensemble averages (in Eq. (3)) and time averages (in Eq. (1)) differ. The goal of the present work is to contribute to a better understanding of the origins of this linearization effect.

### 5 Extreme values and heavy tails

**Structure functions and extreme values.** Simple algebra yields that the structure functions \( S_n(q, 2^j) \) are driven by the largest increment at scale \( a = 2^j \),

\[
M_{n_j}(2^j) = \max \{ |T_A(2^j, 2^j k)|, \ k = 1, \ldots, n_j \} \quad (11)
\]

for fixed \( n \), in the limit \( q \to +\infty : S_n(q, 2^j) \approx \frac{1}{n_j} (M_{n_j}(2^j))^q \),

or,

\[
\log_2 S_n(q, 2^j) \approx -\log_2 n_j + q \log_2 M_{n_j}(2^j). \quad (12)
\]

As mentioned in Section 2, the variables \( T_A(a, t) \) have heavy tails. Be they independent, the order \( q \) for which \( M_{n_j}(2^j) \) takes the control of \( S_n(q, 2^j) \) should be such that \( T_A(a, t)^q \) has infinite mean (cf. e.g., [4], Chapter 8), i.e., when \( q \geq q^*_j \). Fig. 2 illustrates that the relevance of (12) actually starts for \( q \approx q^*_j \leq q^*_j \).

**Extreme value distributions.** It is well-known that the distributions of maxima of i.i.d. random variables are modeled by extreme value distributions [4]. In the present study, the variables \( T_A(a, t) \) have heavy tails, hence so do the \( T_A(a, t)^q \), \( q > 0 \). Therefore, the maximum taken over independent \( T_A(a, t) \), \( k = 1, \ldots, n_a \), would theoretically follow a Frechet distribution with a power law tail \( x^{-q^*_j} \) as \( x \to +\infty \) [4]. For a given realization of CPM, the \( T_A(a, t)^q \), \( k = 1, \ldots, n_a \), entering the sums \( S_n(q, 2^j) \), are, by construction of CPM, dependent so that the limit distribution of their maxima is not theoretically known. Therefore, we chose to fit the distribution of \( M_{n_j}(2^j) \), separately at each scale \( a = 2^j \), using the generalized extreme value (GEV) probability density distribution, whose cumulative distribution function reads [4]:

\[
F_{\xi, \sigma, \mu}(x) = \exp - \left\{ \left( 1 + \xi((x - \mu)/\sigma)^{-1/\xi} \right) \right\}.
\]

**Extreme value fits.** Fig. 3 clearly indicates a satisfactory agreement between the empirical PDFs of \( M_{n_j}(2^j) \) and the GEV distribution. Moreover, Fig. 4 (left plot) shows unambiguously that the estimated parameter \( \hat{\xi} \) depends neither on the scale \( 2^j \) nor on the sample number \( n \):

\[
\xi_{j,n} \approx \xi_0. \quad (13)
\]

Simple algebra shows that the tail of the GEV probability density function is controlled by the exponent \( 1/\xi \). The estimated \( 1/\xi_0 \) turns out to be very far from the exponent \( q^*_j \) that would be expected under independence of the \( T_A(a, t) \) and happens to be consistently close to \( q^*_j \) (cf. Fig. 4, left plot). The empirical PDFs of \( T_A(a, t) \) (not shown here for sake of space) also exhibit power law tails, with exponent \( q^*_j \), which is consistent with what is observed for their maxima.

Moreover, Fig. 4 (middle plot) clearly shows that the coefficients \( \mu_{j,n} \) and \( \sigma_{j,n} \) are characterized by power law behaviors, with respect to the scales \( 2^j \), where the multiplicative factors depend on \( n \), while the power law exponents do not and turn out to be equal to \( h^*_j \), for all \( n \) (cf. Fig. 4, right plot):

\[
\mu_{j,n} \approx \mu_0 n^{\sigma_j^*_n}, \quad \sigma_{j,n} \approx \sigma_n n^{2^{j-1} h^*_j}. \quad (14)
\]

These findings (Eq. (13) and (14)) are consistent with the analyses recently proposed in [11]. Combined together, the observations above yield:

\[
\{ M_{n_j}(2^j) \}_{j=1}^{n} \approx \left\{ 2^{j h^*_j} (\sigma_0 n^{A_j^*_m} + \mu_0) \right\}_{j=1}^{n}, \quad (15)
\]

where each \( A_j^*_m \) is a random variable drawn from the same \( F_{\xi_0,1.0} \) GEV distribution, which does not depend on \( j \).

**Linearization effect: slope \( h^*_j \).** Combining Definition (8) with empirical results (12) and (15) implies, as \( q \to +\infty \),

\[
\zeta(q) = \sum w_j \log_2 S_n(q, 2^j) \approx -\sum w_j \log_2 n_j \]

\[
+ q h^*_j \sum w_j n_j + q \sum w_j \log_2 (\sigma_0 n^{A_j^*_m} + \mu_0),
\]

\[
\approx 1 + q (h^*_j + q \sum w_j \log_2 (\sigma_0 n^{A_j^*_m} + \mu_0)),
\]

since \( n_j \approx n^{2^{j-1}} \) and \( \sum w_j \log_2 n_j \approx 1 \). In itself, it explains the linearization effect observed for each realization. Moreover, taking the average over realizations yields

\[
\langle \zeta(q) \rangle_R \approx 1 + q h^*_j + q \sum w_j \log_2 (\sigma_0 n^{A_j^*_m} + d_0). \quad (R)
\]
general gather the two key ingredients mentioned above: heavy tails and a form of time dependence structure, which the multifractal spectrum characterizes in an indirect way. Second, a full and relevant multifractal analysis needs to be based on wavelet leaders [5] rather than on increments and involves both positive and negative qs. It is of interest to understand how these relations between multifractality, heavy tails, dependence, extreme values and linearization effect extend to this more accurate framework and accommodate the negative qs. These two research directions are being currently investigated.
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